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1 Overview

The purpose of this document and associated projects is to guide you through a set of big data
scenarios using the Talend Big Data Sandbox. At the end of these projects, you will have a better
understanding of how Talend can be used to address your big data challenges and move you into and
beyond the sandbox stage.

1.1 Setup Talend Big Data Sandbox

The Talend Big Data Sandbox is delivered as a Virtual Machine (VM). The VM includes an Apache
Hadoop distribution provided by a partner such as Cloudera, Hortonworks or MapR. The VM comes
with a fully installed and configured Talend Platform for Big Data development studio with several
test-drive scenarios to help you see the value that using Talend can bring to big data projects. The
high-level sandbox architecture looks like:

* ]

Reports

- B
Query Tools

!
/ Metadata _g Standard
Talend Big Data Sandbox

Apache

Weblogs

Big Data Insights Cookbook with Examples

@ Talend Platform for Big Data

External Data + Big Data Integration and Governance
Sources % lData Mining
Big Data Hadoop Distributions
+ Cloudera :
+ Hortonworks A )
+ MapR MDD/OLAP
Relational
Systems/ERP
. ) Analytical
Social Media R Applications

(the data warehouse)

There are four scenarios in this cookbook and sandbox:

Analysis of clickstream data

Sentiment analysis on Twitter hashtags
Analysis of Apache weblogs

ETL Off-Loading

S
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There are also basic demonstrations of several NoSQL databases for: Hive ELT, MongoDB,
Cassandra and HBase. Each scenario and demonstration work independent of each other and you
are free to walk through any of them as you desire.

Talend Platform for Big Data includes a graphical IDE (Talend Studio), teamwork, management,
data quality, and advanced big data features. To see a full list of features please visit Talend’s
Website: www.talend.com/products/platform-for-big-data .

1.1.1 Pre-requisites to Running Sandbox

You will need a Virtual Machine player such as VMWare or Virtual Box. We recommend
VMware Player which can be downloaded from the VMware Player Site.

e Follow the VM Player install instructions from the provider
e The recommended host machine memory is 8GB
e The recommended disk space is 12GB (6GB is for the image download)

1.1.2 Setup and Configuration of Sandbox

If you have not done so already, download the Virtual Machine file at
www.talend.com/talend-big-data-sandbox. You will receive an email with a license key

attachment, and a second email with a list of support resources and videos.

1. Open the VMware Player
2. Click on “Open a Virtual Machine”
a. Find the .ova file you downloaded
b. Select where you would like the disk to be stored on your local host machine:
e.g. C:/vmware/sandbox
c. Clickon “Import”
3. Edit Settings if needed:
a. Check the setting to make sure the memory and processors are not too high
for your host machine.
b. Itis recommended to have 6GB or more allocated to the Sandbox VM and it
runs very well with 8GB if your host machine can afford the memory.
4. Make sure there are two Network Adapters: “Host Only” and “NAT”. If one or both
are missing add the network Adapter as follows:
a. Click “Add”
b. Select Network Adapter : “Host Only” and “NAT” and select “Next”
c. Select the needed Network that is missing and repeat as necessary
d. Once finished select OK to return to the main Player home page.
5. Startthe VM


http://www.talend.com/products/platform-for-big-data
https://my.vmware.com/web/vmware/info/slug/desktop_end_user_computing/vmware_player/6_0
http://www.talend.com/talend-big-data-sandbox
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2 Talend License and Services Status

2.1 Talend License Setup

You should have been provided a license file by your Talend representative or by an automatic
email from Talend Support. This license file is required to open the Talend Studio and must reside
within the VM. The virtual player tools are installed on both the VMWare and VirtualBox versions
so you should be able to copy and paste the file or the content of the file to the VM. If not then
here is another way to place the license file on the VM:

Start the Virtual Machine and let it boot up completely

Once you see the desktop, open a Terminal Window and type the command: ifconfig
and press <ENTER>.This command will display the IP of the Virtual Machine (i.e. —
192.168.x.x). Make note of your IP address.

localhost:~

File Edit View Search Terminal Help

[cloudera@localhost ~|§ ifconfig 2

=the Link encap:ElWeTielt nanaddr 68:86:27:0F:TE:26
inet addr:19.8.2.15 Bcast:19,.0.2.255 Mask:255.255.255.8
UP BROADCAST RUNNING MULTICAST MTU:1588 Metric:l
RX packets:857 errors:0 dropped:0 overruns:@ frame:o
TX packets:586 errors:@ dropped:0 overruns:@ carrier:@
collisions: @ tazgueuelen:lBae
RX bytes:764859 (746.1 KiB) TX bytes:83773 (62.2 KiB)

Link encapsfthornote=ifladdr 68:00:27:57:64:79
inet addi:192.168.56.1601 [Bcast:192.168.56.255 Mask:255.255.255.8
UPF BROADCAST RUNNEAG PO ICAST HTU:1588 Metric:1

RX packets: 885 errors:® dropped:8 overruns:0 frame:o
TX packets:111 errors:8 dropped:8 overruns:@ carrier:@
collisions: 9 txqueuelen:1009

RX bytes:199511 (194.8 KiB) TX bytes:27084 (26.3 KiB)

3. Onyour local PC, open an FTP client such as FileZilla and use the following credentials
to connect to the VM (Note: the VM must be running in order to connect via FTP and
have an IP address like 192.168.xx.xxx):

a. Host: <IP Address noted on VM>
b. Username: talend

c. Password: talend

d. Port: 22

4. Transfer the license file to the VM and save to a directory for easy reference (i.e. the
Downloads directory).

5. Once the license file is successfully transferred, you can open Talend Studio. This can
be done a couple different ways. On the Desktop there is a shortcut to launch the
Studio or up on the top menu bar there is a Launcher icon as well. Click either to
launch.



Talend v5.5.1 | Big Data Insights Cookbook v1.0

Note — If your IP address does not look like 192.168.xx.xxx then you may need to assure

your network adapters are setup right on the VM Player.

> Applications Places System @@ & {:}

Computer

e

e

Talend-Soudio

i ®

Trash

6. The Talend Studio will start to launch and the first thing it will ask for is the License

Key.

a.

Click the “Browse License...” button. Then in the pop-up, specify the directory

where you just saved the license file and Click OK.

FMaces Haene
M Search
B Recently Used

[ & Deskrcp
= File System
[ Documents
Bl Music

B Pictures

B videos

License Expiration Date:

]
Please browse your local Sle sy

~ Sae

Browse License... | | Imgport License

7. The license will initialize and indicate the “License Expiration Date”. Click OK again

and you will be presented with the project selection page.

project and click Open.

Select the Jumpstart
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Talend Platform for Big Data x

c]

Connection [ local

E-Mail

Talend Platform Action | Import demo project o |
for Big Data

Project [Jumpstart - java < | |t:>?|

|¢ Open|

Welcome to Talend Platform!

You may be prompted to Sign-in or to Register for the TalendForge Community, an online
community of other Talend software users and technical experts to share tips, tricks and best
practices. Additionally you will be able to view documentation and technical articles from the
Talend Software Knowledgebase. We recommend you take advantage of this valuable source of
information to get the most out of your Big Data journey with Talend.

Once your TalendForge registration is complete, Talend Studio will finish launching and the
“Welcome Page" will appear. You can close the welcome page to see the Talend Integration
perspective and the Jumpstart Sandbox projects.

2.2 Hortonworks Services Status

Next we need to assure the Hortonworks Hadoop services are all running. Open the Browser
where there should be several tabs already open. Click on either the already open tab or bookmark
toolbar shortcut for “Ambari”.

e Username: admin
e Password: admin

View the Services from the home page of the Ambari Manager

1. Click on Dashboard
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pie  EOit VIEW MOy  DOOKMArks  100is  peip

__| Big Data Insights Cookbook.pdf xhl\Amban»sandbox 1 x‘ Hue - Sign in XM Resourc
« & sandbox &( = I
') Ambari  sandbox [
Dashboard ¢ 2 Heatmaps Services Hosts n Admin

® HDFS Cluster Status and Metrics
® YARN

HDFS Capacity DataNodes Live HDFS Links
® MapReduce?2
® HBase \ / NameNode

309% 1 1 Secondary NameNode

® Hive 1 DataNodes
® WebHCat More... v
® Oozie
® Ganglia [fj

CPU Usage Cluster Load NameNode Heap
® Nagios .

100%
® ZooKeeper \
2%
5 B | i
s

NameNode Uptime

43.8 min

HBase Master Heap

HBase Links

HBase Master
1 ReglonServers
Master Web Ul

View the Services from the home page of the Ambari Manager

Click on Services
Click on the service in question

Click on the Stop

vk wnN e

See any Red squares next to a server if there are any

Then click Start to restart the service

The service should then restart and go to a ‘healthy’ status.

*On Talend’s Sandbox some services may have issues even dfter restart this will not impact any of the

scenarios.
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i Big Data Insights Cookbook.pdf b4 || #% Ambari - sandbox b4 H Hue - Sign in b4 u Resources | Talend b4 ” " file:/home/talen.. Jlickstream.html 3£
@ [ sandbox: 8080/#/main/services/HDFS/summary ~ @l [Ev Google gﬁl J\-/L
'f‘ Ambari  sandbox [ admin ~
Dashboard Heatmaps Services < 1 Hosts @ Admin 3
HDFS Summary ~ Configs Quick Links~ Maintenance ~ » Start M Stop
® YARN
® MapReduce? Summary Alerts and Health Checks 5
® HBase 2 NameMode @ Started View Host V Blocks health C E ! ¢
® Hive SNameNode @ Started View Host OK: corrupt_blocks:<0=, missing_blocks:<0>, total_blocks:<856>
® WebHCat DataNodes 1/1 DataNodes Live View Host NameNode process on OK for about 23 hours
MameNoge Unt ot sandbox.hortenworks.com
® Oozie amehiode Uptime 5055 mins TCP OK - 0.002 second response time on port 8020
. NameNode Heap 268.0 MB / 960.0 MB (27.9% used) )
® Ganglia n Percent DataNodes with space
® Nagi DataModes Status 1 live / 0 dead / 0 decommissioning available
agios
- HDFS Disk Capacity 14.4 GB / 44.9 GB (32.1% used) OK: total<1>, affected:<0>
ZooKeeper
Blocks (total) 856 v NameNode RPC latency on
Sta sandbox.hortonworks.com
» Start Al Block Errors 0 corrupt / 0 missing / 856 under replicated -
OK: RpcQueueTime_avg_time:-
M Stop All Total Files + Directories 1188 RpcProcessingTime_avg time:-
Upgrade Status No pending upgrade V HDFS capacity utilization

Safe Mode Status Not in safe mode

OK: DFSUsedGB:<0.4>, DFSTotalGB:<30.9>

**Note:
questions/concerns regarding the Hortonworks Sandbox, we

The Talend Big Data Sandbox is built on top

technical support directly.
**Note - The Root Password on the Hortonworks VM is:

e Username: root

e Password: Hadoop

of Hortonworks VM. If you have
suggest reaching out to Hortonworks

**Note — The Talend user password on the Hortonworks VM is:

e Username: talend

e Password: talend

Now we can start working on the Talend Big Data Sandbox examples!

10
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3 Scenario: Clickstream Insights

3.1 Overview

“’“l'”g‘ === c'l'a;;;g;ea'n:]

TALEND

talen TALEND BIG DATA

Load to HDFS (Integration)

hboard

TALEND
Federateto
analytics

Map/Reduce —

Clickstream® data provides insights to companies on how users are browsing their product web
pages and what flow they go through to get to the end product. Omniture is one company that
provides this type of data. In the example for Clickstream Insights you will load the data to HDFS
and then use a Talend MapReduce job to enrich the data and calculate different results for

different dashboards like a Google Chart or a Tableau Report, but any analytic tool that can connect
to Hive can be used.

3.2 Clickstream Dataset

Clickstream log files are unstructured and can be viewed using the management console:

Hue Management Console - http://sandbox:8000/about/

e User—talend
e Password - talend

! Clickstream is based on an original demo created by Hortonworks

11
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File Browser
Search for file name A Rename 3 Move = Copy B Change Permissions & Download x Delete ~ O New v @® Upload
# Home user / talend / clickstream demo / input & W Trash
Type Name Size User Group Permissions Date
[ ] talend hdfs drwxr-xr-x March 25, 2014 12:41 pm
[ ] . talend hdfs drwxr-xr-x March 25, 2014 12:41 pm
B 636 MB talend hdfs W= March 25, 2014 12:41 pm
=] regusers.tsv 18MB talend hdfs -IW-r--T-- March 25, 2014 12:41 pm
B states.tsv 1.6 KB talend hdfs -PW-r--r-- March 25, 2014 12:41 pm
B urlmap.tsv 15KB talend hdfs WA= March 25, 2014 12:41 pm

The raw data file appears in the File Browser, and contains information such as URL, timestamp, IP
address, geocoded IP address, and user ID (SWID).

The Omniture log dataset contains about 4 million rows of data, which represents five days of
clickstream data. Often, organizations will process weeks, months, or even years of data.

Timestamp,

ANAA

A Home user / sandbox / Omnitufg.0.tsv.gz i
- ! IR Address URL
Registered| SR
User SWIB)
S UL 1331799426 2012-03-15 01:17:06 2860005755985467733 4611687631)9#€657521 FAS-2.8-AS3
(*l,fllggge.d» |Q'), N ) 99,122.210.248 ) 10 http://www.acme.com/SH55126545/VDS517036
View As 4 {7AAB8415-E8@3-3C5D-7100-E362D7F67CAT}
Binary u en-us,en;q=0.5 516 575 1366 Y
Stop N Y 2 3 304 sbeglobal.net  15/2/2012 4:16:@ 4 248 45 a1 10002, 00
pre»l'lew ©11,10020,00007 Mozilla/5.8 (Windows; U; Windows NT 6.1; en-US; rv:1.9.2) Gecko/20100115 Firefox/3.6

438 e 2 3 e ihomestead usa 528 fl] e e e
Download

<] / 1
View File WPLG
Location G.Ae...o.AQQAjQQ' [}
Refresh LE’ /.\Q.d ﬂe,SS,w
INFO WPLG
Last
Modified
April 21, e
2013
12:36 p.m. 13318008486 2012-83-15 81:34:46 2859997896193943381 6917530184062522013 FAS-2.8-AS3
User N e 69.76.12.213 1 e 1@ http://www.acme.com/SH55126545/VD5517792
sandbox 7 {8DBE437E-9249-4DDA-BC4F-C1ES409E3A3B}
Group u en-us,en;q=8.5 591 (-] e u
sandbox u Y @ e 300 rr.com 15/2/2012 1:7:2 4 420 45 41 Mozilla/
Size 5.8 (Windows NT 6.1; WOW64; rv:10.8.2) Gecko/20100101 Firefox/10.8.2 48 e 2 11
6.6 MB e coeur d alene usa 831 id e e e e
Mode (]
100644 KXLY

Using HiveQL you can process and access the data, for example:

12
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create table webloganalytics as
select
to_date(o.ts) logdate,
o.url,
o.ip,
o.city,
upper{o.state) state,
o.country,
p.category,
CAST(datediff(
from_unixtime( unix_timestamp() ),

from_unixtime(
unix_timestamp(u.birth_dt, ‘dd-MMM-yy®)}) / 365 AS

INT) age,

u.gender_cd gender

from

omniture o

inner join products p on o.url =
p.url

left outer join users u on o.swid =
concat("{", u.swid , ")

Keep in mind some of the limitations to Hive processing - here the actual age will not be computed
exactly right as it is using a standard 365 year.

There is much more Hive coding needed to complete this example, which is not shown here.
3.3 Using Talend Studio

3.3.1 Talend HDFS Puts

Using simple components, we can load data into HDFS for processing on HIVE or MapReduce
and YARN.

Review the process in this Clickstream example for putting files directly in to HDFS.

Job Designs / Standard Jobs / Clickstream_Scenarios / Pre_Requirements /
LoadWeblogs

13
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* Talend Platform for Big Data (5.4.1.r111943) | JumpStart (Connection: Local)

Fle Edit View Window Help
(8@ Q0 | |dv |V #w

Repository 32 B
g
LOCAL: JumpStart
= b T} Business Models
5 b4 Eﬁ]oh Designs </ 1
v £} Standard jons
| () ApacheWeblog
D (3 Cassandra
¥ = Clickstream Scenario 2
7 (= Pre_Requirements
‘a 3

% Master Job ClickStream 0.1

et

% Step3 Get webloganalytics 0.1
| 1 Hadoop_Samples
b £ MongaDB
D [ Twitter Scenario

Eﬁ Step2 ClickStream_Generate_GoogleChart for Visuali

Designer Code | Jobscript

£ Jobi(LoadCic 7 c

q Leam ‘ Ask d Exchange

@8 Y 70 & TelendPiatform | £y Job LoadClickstreamilieblogs 0.1

h
Load Omniture files
to Hadoop

.E.;.
@ OnSubjobOk F:_g{

tHDFSDelete_1

Loati 1o HDFS

LoadClickstrea

24 Component &%

1 Load_to HDFS(tHDFSPut 1)

6

B ‘ & mtegmt\nn‘ 3 Profiling

=

[l Run (job LoadClickstreamWe | 1 Database Structure| =

‘r\nHr—\‘

a

IZI. . . . . .

u}

— - R
¥ (¥ Map/Reduce Jobs A
Loltep ! 4 Basic settings Overwrite file =
| (1 ApacheWeblog . alnays ‘V ‘
5 Advanced settings e
7 (= Clickstream Scenario oy T Fles
|| Dynamic settings
4 Stepl Omniture_Data_Transformation_Google Chart 1 g L fenesk New name
Vi i " ‘. "
{2 Stepl Simple File OmnitureMR 0.1 e j "Omniture tsv Omniture.tsv
b £ Tuitter Scenario Documentation "requsers.tsv' "requsers sv"
EESIDIJIH Designs "urlmap.tsv" "urimap.tsv"
[ \,' Contexts E é"states tsv" "states.tsv"
<] m D E]

Now that the data is in HDFS you can use Talends wizards to retrieve the file schema:

Riow Scharma on "HOPS Sanplan” Hew Schama oo 'HDFS Samplea
i St i e
et s
e o o [rer—— [
] st
3 -
¥ ™
¥ -
¥ sati
s "
¥ -
. - — T —T————
- vy o ¥
| i i L i [ < prmmit I8
L = i
f e o "
= u
¥ b - o 1
3 e . ¥ i
Fe——— - w
[
| LS
)

This new Schema can then be the input to the MapReduce process that will do joins to the
Product URL Maps and user files in HDFS. (Also, you can use the wizard to import the URL
and User schemas if needed. This is already done in the Sandbox for you.)

This is what you would call the ‘schema on read’ principle; how it allows any data type to be
easily loaded to a ‘data lake’ and is then available for analytical processing.

3.3.2 Talend MapReduce Review

Open the following MapReduce process:

Job Designs / Map Reduce Jobs / Clickstream_Scenarios /
Stepl_Simple_File_OmnitureMR

14
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This process will run completely native as MapReduce code. The first component on the left
is the source file (the clickstream file with 170+ columns). It is joined to the Product HDFS file
to match the URL in the log file to the known product pages on the website. Any URLs in the
source log file that cannot be matched in the product catalog are rejected to a separate file.
This file can be mined at a later time to make sure we are not missing new pages. Next, the

data is matched to known users to determine things like ‘age’ and ‘gender’ for additional
analysis. Finally the results are written to a new HDFS file.
€7 Talend Patform 2 Job LoadClickstreas Stepl Simple File OmnmueMR 0.1 52 =)
Omniture Web Log Analytics Enrichment -
"Q: Compute Age
Source hdfs Users g |
Final results
=3 = o
b.::'\fg 5 b:\ .
Lookup_bdroducts Lookup Users Tad) z
Map[ ] Reduce
Records with URLs
O not in Product catolog
Dessgner  Code

To see how the lookups join or how you can apply logic like computing the ‘age’, double-click

on the tMap labeled “Lookup
i
a2

logs2 * fm}
Column
i logdate
P

url
i swid
iocity

country
i state
i category
users Ll =2
Property Value
£ Match Model Unigue match
: Join Model Left Quter Join
Expr. key Column
i@, 10gs2.5wid SWID

BIRTH_DT
GENDER_CD

Schema editor _Expression editor

logs2
Column Key Type ¥ Nullab  Date Pattern ( Length
i logdate [ | Date "dd-MM-yyyy" |
o O | string |
o []  string
P swid [ | String
T [ | sting
country []  string
i state [1 i strina ]
3 (=)@)[=]

Users”
Talend Platform for Big Data - tMap - tMap_1 x
w1095 P -
Var % =] logsout =]
Expression Tupe | Variable [Exesaa Column
logs2 logdate logdate
10952.ip in
logs2.url url
10952 swid swid
logs2.city aity
logs2.country country
logs2 state state
Ig0s2 cat category
users BIRTH_DT != null ? TalendDate.d ffDateFloor(T, | age
users GENDER_CD |= null ? users GENDER €D : "U"| | gender
a m [ B
logsout
Precisio | Defau Comment Column Key Type ¥ Nullab| DatePatter( Length | Precisiol Defau Comment
io i i E logdate i i Dpate { "dd-MM-yyyy" 0
io ip £ [ |strng : 0
o url [ string 0
in H H : swid i sting 0
io city i [ |sting 0
0 country [ | String 0
in i st P01 iswing W 0 o}
[+ EIOICT
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You can run this job to view the results.

To run a process in Talend Studio you need to go to the Run tab. Then, on the left, confirm
the Hadoop configuration for MapReduce processes. In the Big Data Sandbox all the jobs are
using the same Hadoop metadata connections and are all configured to run so no changes

should be needed.

Products Users 1 El
Designer| Code
1% Job(Stepl_Simple_File_OmnitureMR | [} Contextsijob Stepl_Simple_File_Om | 23 Compenent |[JB* Run {job Stepl_Simple_File_Omnitur &3 = O
Job Stepl Simple_File_ OmnitureMR
Tk Property T¥pe | papository |T| [HDFS:HDFS Connections ]
Hadoop Configuration Version —
Advar d settings Distribution * Hadoop Version | ey Platform V2.1.0(Baikal
Tar 2 g
Hadoop Namenode/|obTracker.
Name node ["hdfs:.n'.n'sandnox:SUZU" ]
Resource Manager|'sandbox:8050" J
[[] Setresourcemanager scheduler address
[[] Setstaging directory

To run the process click on the “Basic Run” menu option above the “Hadoop Configuration”,
then click the Run button to start the process. You will then see the progress bars on the
designer view advance to green bars as the steps complete. See below:
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{;’ Talend Platform iy Job LoadClickstreamWeblogs 0.1 ¥ Job Stepl_Simple_File_OmnitureMR 0.1 &3 =8
. J E
Omniture Web Log Analy =
O] (G
Products ’ ’ Users’
products|({Lookup) users (Lookup)
. . . ¥ . . . ——n . . . .
(L ME, AIE] =
ogs (Main) Togs2 (Main orderl) " |: |~ Togsout (Main) wJ
' OmnitureLogs ‘Lookup_products’ ’ " Lookup Users ' Tableau Results

Mep[ ] Reduce[ ]

rejects (Mdin order:2)

3 )
Rejects

L R —

Designer | Code

il :epl_Simple_File_ Contexts{job Stepl_Sim | % Component | [ Run (Job Stepl Simple_ &3 t5 Database Structure =g
1 . .
ol 1 Simple_File_Q tureMR
J B =2 = Default 2
Exec.
Basic Run - NAme
Hadoop Configuration = Kill HADOOP USER
e cedceting _ HTML_PRODUCED O
Target Exec L lefaultF [~] -
3
map 100% reduce 0% IEI
= (< T [

Once this is complete you can run the second MapReduce process.

Map Reduce Jobs / Clickstream_Scenarios/
Stepl_Omniture_Data_Transformation_Google_Chart_mr

The result of this process is aggregated data indicating the product interests of different
areas across the United States for visualization within a Google Chart.

Run this process in the same fashion as the first MapReduce process.

View the output data files in HUE (a browser-based web tool to view Hadoop data like HDFS
and Hive). In Firefox there should be a tab already open to the http://sandbox:8000/
location. If prompted for login, use the following credentials:

e Username: talend
e Password: talend

Open the File Browser and click on the links on the left side of the page to go to
/user/talend/clickstream_demo/output
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File Brows"

A Rename 3 Move 13 Copy E Change Permissions o Download % Delete ~ © New ~ @ Upload ~

# Home user / talend / clickstream_demo / output I[ @ Trash

Type  Name Size User Group Permissions Date
talend hdfs drwxr-xr-x March 25, 2014 01:50 pm
talend hdfs drwxr-xr-x March 25, 2014 01:48 pm

]
[ ]
] anatycalresults talend hdfs Arwxr-xr-x March 25, 2014 01:50 pm
[ ] results talend hdfs drwxr-xr-x March 25, 2014 01:46 pm

3.3.3 Talend to Google Charts and Hive

To format the results of the MapReduce processes to fit Google Charts, run the following job
located under the Standard Jobs in the Clickstream_Scenario folder:

Step2_ClickStream_Generate_GoogleChart_for_Visualization

This job will read the HDFS files and put them into an html format required by the Google
Charts APL. You can see the result in the browser if you have internet access setup to your
VM. (The Google Charts APl connects to Google’s website to render the results.)

To view the results in Google Charts, navigate to the following directory on the VM file
system (not HDFS):

/home/talend/Documents/Clickstream/

Double-click on the clickstream.html file to open. You may need to right-click on the file,
choose “Open With” and select “Firefox Web Browser”.
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Shopping Category Clusters in US

Each color is a category based on Category ID. From this we can see the top and bottom categories in different states/regions of the US
based on the clickstream data gathered from the visitors to our retailers website. This gives us a picture as to where to focus our energy —
take care of the top categories and put the bottom ones for more sales.

Top Categories Bottom Categories

Table below is sortable - click on header to sort.

State Category Clicks
US-NJ Accessories 2
US-OR BCCESSOTIES 1
US-MD ACcessories 1
US-MA ACCESSOTiES 1
US-GA BCOESSOTIES 8
US-MI ACcessories 2
US-AZ BCOESSONIES 1
US-CT ACcessories 2
US-1A automotive 4
US-CA automotive 33
Le o 2 an

Run the final job in the Clickstream Scenario located under the Standard Jobs in the
Clickstream_Scenario folder:

Step3_Get_webloganalytics

This job sets the files needed for the Insights on the Click Stream logs. View the following file
on the local VM file system (not HDFS):

/home/talend/Documents/webloganalytics.csv

This file can be imported to MS Excel or other Bl tools like Tableau (not included in the Big
Data Sandbox) to see insights like this:
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e

E »
Doy caing
oo % e S
Lo 1 |
i
: | ]

g

g

E

Or query the HIVE table to see results (in Hue select HIVE under the “Query Editors”
dropdown. Then under My Queries use the saved query “Clickstream Analysis Data”):

My Queries Saved Queries History Databases Tables Settings

Query Results: ClickStream Analysis Scenario

Results Query Log Columns

DOWNLOADS <

Download as CSV o

Download as XLS *  logdate  ip url swid city
[J Enable visualization 0 12-03-2012 76.166.167.172 htip://www.acme.com/SH55126545/VD55179433 0001BDD9-EABF-4D0D-81BD-DSEABFCDOD7D cxnardL.
Save 1 12-03-2012 76.166.167.172 hitp://www.acme.com/SH55126545/VD55173433 0001BDD9-EABF-4D0D-81BD-DSEABFCDOD7D oxnard

12-03-2012 12.132.157.137 http://www.acme.com/SH55126545/VD55179433 000B90B2-92DC-4A7A-8B90-B292DCIATAT1  opelika
15-03-2012 24.184.60.95  http://www.acme.com/SH55126545/VD55179433 000C47AD-EBFC-CDB8-CF70-DC4C2ED5051B  brookl

Did you know? [f the result
15-03-2012 24.184.60.95  hitp://www.acme.com/SH55126545/VD55178433 000C47AD-EBFC-CDB8-CF70-DC4C2EDS051B  brookl

contain & number of columns

to. As you type into the field, a
drop-down list dis, column
names that match the string,

15-03-2012 24.184.60.95  http://www.acme.com/SH55126545/VD55179433 000C47AD-EBFC-CDB8-CF70-DC4C2ED5051B  brookk
15-03-2012 24.184.60.95  http://www.acme.com/SH55126545/VD55179433 000C47AD-EBFC-CDB8-CF70-DC4C2ED5051B  brookl
12-03-2012 24.58.5.10 http:/fwww.acme.com/SH55126545/VD55179433 000E15BA-EB3E-14A6-4921-0E24C052821D  ithaca

2
3
4
click a row to select a column to jump 5 15-03-2012 24.184.60.95  http:/’www.acme.com/SH55126545/VD55179433 000C47AD-EBFC-CDB8-CF70-DC4C2ED5051B  brook
6
7
8

Next Page —

You could use the HIVE ODBC to connect and pull this data into a Bl tool now as well.
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4 Scenario: Twitter Sentiment Insights

4.1 Twitter Sentiment Analysis Overview

In this scenario Talend has taken on the popular big data use case of social media analysis. Here
you will stream all Tweets related to an entered #hashtag value for a brief period of time and then
provide analysis on the hashtag sentiment and geolocations. You will get exposure to Ingesting,
Formatting, Standardizing, Enriching and Analyzing Tweets within Hadoop (HDFS or other storage +
MapReduce computation) to capture the sentiment based on geographic regions of the world.

ﬁ Twitter AP &3

@twitterapi

JS0ON Records

1 T

TALEND TALEND
talen LO;S:E’:I%FS BIG DATA Federateto
(Integration) analytics

-

4.2 Twitter Data

talen

We are using the standard Twitter APl and a tRESTClient component to ingest Tweets based on a
hashtag, entered as a context variable into the job. The data from Twitter, and indeed other

popular social media, sites typically return JSON records. Below is an example that will be parsed
and analyzed:
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= [} sson

3 [ ] satuses
a{)e

) metadata

A {Yuser

W creabed_st - “Sun Dec 22 08:Z3:42 <0000 20137
W i A14ETIEEA11544TEED

W d_sir  "E4ETISEA11944TEET

W teat - TAccording o @CEy_Press Smandels grandson Ndabas (the wery 1all bloke) “ned 1o aftack fgroca physcaly tan wos restraned by sintf
W sownce | = Twitter for BlsciBearryd®

& truncated | fase

W in_reply_to_status_id ; mul

W n_rephy_to_ststus_kd_ser - nul

W in_reply_10_user_id - nul

W in_reply_to_user_id_sir | null

W n_reply_10_Scresn_nams : nul

B ATATE
W id_str : "4594T4TE
® name - “Heal Colins®
W porean_nasme - “neakcol
@ lcaton | "Centuron. South Afnca”
8 description © “Footbal columnist for The Hew &ge. My own show talend etl hitpt eolzQXve83uDk every Thursday, i0amnocn. Tweesls
Wl PO CofehM TAZI0ZS
2 [ Yentties
& proteciad | fals
W folowers_count D 12654
® friends_count . 2182
W Esbed_coun ) 100
B created_ai: “Tue Jun 23 11:10:08 ~D000 2008
W favourites_cound | 3001
W ybc_oiiset 7200
- Irne_:une “athens”
& geo_snabled | irue
& verified - false
o sistuses_cousd | §0TE0E
W Isng e

4.3

Talend Processes

The Sentiment Analysis scenario is a 3 steps process: (be sure the Pre-requirements process has

been run as well).

4.3.1 Retrieve the Data

The purpose of the Stepl_Import_Tweets process is to query Twitter. This job is using the
tRestClient and the Rest APl from Twitter to capture Tweets about a given hashtag or

Keyword.
Grab some tweets based on a Query 5 B 9 = ) Store / Ingest
from the REST AP| from Twitter Extract Fields oaneresUS!andardrzelEnnchdi ionary in HDES
§-Lc£c:h|p=.
_ % rest \;Requnzel=_“... tweet (M 1?in= =ij:,t1|..;_ tweets wI'.1_.=.in= * E): ctweet (M 1_ain= =_<,... _:|Ete -_\'.13 | agy -I.Iain =§k",:) .
tRESTClient_2 tXMLMap_1 t5tandardizeRow_2 tConvertType_ 2 t{MLMap_3  tAggregateRow 2 TWEETS on HDFS

In this Job there are a few operations such as extracting from each Tweet only the valuable
information, standardizing the TEXT (the message) of those tweets and applying a first layer
of transformation. The Process is using a dictionary of positive, negative, and neutral words
to determine the sentiment of the tweet as well.

When you run the Job a prompt will pop up with the question about the Hashtag; feel free to
use any hashtag.
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**Note if the process does not complete and fails on the tRestClient 2 make sure the VM has
access to the internet otherwise this scenario will fail as it is querying Twitter live.

To view the twitters in the HDFS use the Hue HDFS file browser to see the output of this
process:

4.3.2 Process and Aggregate Results

Aggregation of the tweets and enrichment occur in the MapReduce process. Within this
MapReduce process it is adding the geo-location data into the data as well as determining
the number of followers and re-tweets each tweet had based on the user info from Twitter.

=

o)

" TIMEZONE
timezone|(Lookup)
¥

@. | e |-.:-|.|'i|.:: . "LE%. . te | M || ] | "LEIE. . .|:--..-L -:|.|'\|.:: ;?5:

TWEETS ' ' tMap_1 ’ thggregateRow_1 ' RESU

 Map[ | Reduee[ ] | Map[ ] Redue[ ]

¥
4

=

Once the process has completed you <can find the results in HDFS at
/user/talend/bigdata_demo/result/tweet_analysis/part-00000

This data has be prepared for the final step of loading the sentiment to a format that Google
Charts can then display in the form of a heat map on a global scale.
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date
2014
2014
2014
2014
2014
2014
2014
2014
2014
2014
2014
2014
2014

-83-
-B3-
@3-
-B3-
-83-
-B3-
@3-
-B3-
-p3-
@3-
_p3-
@3-
_p3-

# Home user / talend / bigdata demo
ACTIONS First Bl
View As Binary
Edit File

hashtag
Download #talend
View File #talend
Location #talend
Refresh #talend
#talend
INFO #talend
Last Modified #talend
March 25, 2014 #talend
2:56 p.m. #talend
User #talend
talend #talend
Group #talend
hdfs #talend
Size
589 bytes
Mode First Bl
100644

result / tweet analysis / part-00000

country count trend

ECUADOR 74231 6.0

FRANCE 304282 6.0301657

GUAM 2391 6.3636365

INDIA 99470 6.014493

IRAN (ISLAMIC REPUBLIC OF) 2392
JAPAN 2391 6.75

RUSSTIAN FEDERATION 151 6.0
SLOVAKIA 2393 6.0

S0UTH AFRICA 150 5.9333334
SPAIN 1508 6.1875

UNITED KINGDOM 5983 6.205128
UNITED STATES 14190 6.2349095
UZBEKISTAN 2715 6.2857146

6.

[¢]

4.3.3 Analysis and Sentiment

This final step is a process to generate the Google Chart HTML page. This page will be saved
on a local file and use the Google Charts APIs to show the sentiment of the tweets across the
globe. This is a basic process of reading the data from HDFS and putting it in an analytical

tool. In this case it is doing the final formatting changes needed for Google Charts.

Hashtag: #mandela
Date: 2013-12-17

4.865 [N I 6 429

Country

With a simple 3 step process you can now start seeing trends for popular hashtags related to

your products on a regular basis as well as if they are using positive or negative tones against

your brands.
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5 Scenario: Apache Weblog Insights

5.1 Apache Weblog Overview

Building processes that capture and analyze billions of web traffic records can be very challenging.
In this example, Talend demonstrates taking large volumes of weblog data and before loading to
HDFS doing some basic filtering to first get some of the noise records out before processing and
doing aggregates on the logs.

fm)

Weblogs

l

TALEND TALEND
talen TALEND BIG DATA Federateto
Load to HDFS . )
(Integration) analytics

|

Map/Reduce

Or
PIG Scripts

talen

Once the data is in HDFS we will do data extractions of the IPs and return codes using PIG
components to show the different functionality available in Talend for PIG. You can then also go to
the MapReduce process and see how to accomplish the very same process done in PIG but with
MapReduce. This will allow you to compare and contrast different styles of Hadoop processing first
hand.

Finally there is an output process that puts the data to the Talend console to demonstrate the
results from both PIG and MapReduce.

5.2 Apache Weblog Data

Talend offers a component that will read native Apache weblog files. In this scenario the Apache
weblog component is used to read a file that is generated using the Talend Data Generator
component called tRowGenerator. This component is a very useful way to simulate and test
processes in development and QA.

Apache Weblog data will be loaded into HDFS and a HCatalog in the next step, but first here is a
view of that raw file:
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& talend ~

# Home / user / talend / weblog/ access log / outlog
Aemions First Block | Previous Block | NextBlock = Last Block Viewing Bytes: | 1 - 4006 of 20667071 (4096 B block size)
View As Binary
Download
VewFi 192.168.233.253; - ; - }30/AUQ/2013;10:59:36,;+0100; GET; /images/3. php; HTTP/1.1;400; 95355 ; ;code. compareTo(301) == 0 failed
L‘ewt‘ 19 192.168.180.218; - ; - ;28/Sep/2013;13:27:13;+0100; GET; /web/1. 1c0; HTTP/1.1;404;97718; ; ;code. compareTo(301) == 0 failed
ocation

192.168.68.203; -
Refresh 192.168.243.250;
192.168.31.212; -

5/May/2@13;17:48:18;+0160; POST; /customer/1.csv; HTTP/1.1;403;4819; ; ;code.compareTo(381) == @ failed
07/May/2013;18:28:31;+0100;P0ST; fcustomer/2. jpg; HTTP/1.1;403;167452; ; ;code.compareTo(301) == @ failed
;28/Aug/2013;17:46:24;+0160; POST; /web/2.php; HTTP/1.1;409;3739; ; ;code.compareTo(301) == @ failed

e 192.168.52.205; - ; - ;10/Feb/2013; 18:20: 31; +0100; POST; /images/Favicon. ico; HTTR/4.1;404;130322; ; ;code. compareTo(301) == 0 failed
Last Modified 192.168.184.202; -; - ;25/Jul/2013;22 18 :30; 40100 ; POST; /images/3 . php; HTTP/1.1;409;71577; ; ; code . compareTo(381) == 0 failed

July 4, 2014 192.168.77.238; - ; - ;05/Feb/2813; 22: 45 ©100;POST; /customer/title.gif;HTTP/1.1;403;117889; ; ;code.compareTo(301) == 0 failed
12:48 p.m. 192.168.84.203; - ; - ;08/Aug/2013; 15: 24: 10; +0180; POST; /web/test . php; HTTP/1.1;403;38958; ; ; code . compareTo(381) == 0 failed

User 192.168.154.234; -; - ;25/1an/2813;14: 57 :54; 40100 ; POST; /web/1ogo. gif; HTTP/1.1;200;195867; ; ;code .compareTo(301) == 0 failed

5.3 Talend Processing

5.3.1 Talend Filter and Load Data

The job is setup to process 20,000 records. If you want to use more data you can do one of
two things:

e Modify the settings on the context variable called “nbRowsGenerated”. This can be
found in the job:

/Standard Jobs / ApacheWeblogs / GenerateWebLogFile

- : . . : . S : . . : . .
"” rowl (Main) '% Weblog (Main) '@

tRowlenerator 17 ' ' tMap_1 ’ " tFileOutputDelimited 1

Designer| Code |Johscr1pt| 1

&JDthenerateWebLogFlle 0.1 (ﬂ, Contexts(job GenerateWeblo 33 {:“ CDITIFIDI‘IEr‘Iq [ Run {Job GenerateWy

Variables |\E|Iues as tree [Vhlues as tabIeL 2

A Default
nbRowsGenerated 20000
filePath | /tmp/talend

Change |\

e Asasimple alternative, you can update the default value on the Pop-up when the
job is executed.
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r* Run Context Default with parameters:

Number of Rows in Weblogs
[poooo |

Cancel | ‘ oK ‘

**Note: You do not have to change this number in either location if you don’t care about how
many rows are processed.

Now run the process that reads the weblog data as it gets generated into HDFS and notice
the filter on the code value of 301. In this example we are showing the ease of using Talend
to limit the data that is processed into your Data Lake or Hadoop system.

Run the following two processes in the ApacheWeblog folder:

1. Step_1 HCatalog Create

File Edit View Window Help

y [ SR B2 iy v Ei q Leamn 'Q Ask i Exchange
]’jﬁ Repository &3 =0 ip Job Step_1_HCatalog_Create 0.1 2
LOCAL: Jumpstart - ’ ’ ’ ’
H G| @ Y

i Business Models
= ipJob Designs
= ip Standard Jobs
< (= ApacheWeblLog Setup HCatalog Database, Table and Partition
+p GenerateWebLogFile 0.1

{p Step_2_HCatalog_Load 0.1

£, Step_3_Pig_Count 1P 0.1
o Step_3_rg tount] @ OnSubIoboK vﬁ OnSUBjobOK iy

b (O cassandra Clears Results tHCatanEDperatlon_l tHCatanEDperatlon_Z

I» I Clickstream_Scenario

P CJETL_Offload_Scenario _ ’ ’ ’ ’

b o Hadoop Samples Designer | Code | Jobscript

b & MongoDB £ lob(Step_1_HCatalog_Create 0.1) | [/l Contexts{job Step_1_HCatalog_Create 0.1) | 4% Component | [ Run {job Step_1_HCal

7 = Twitter_Scenario [~]
O B Job Step_1 HCatalog Create

Execution
5= outline % ‘£ Code Viewer = B || Basic Run p—
Debug Run ‘ = Run ‘ i Clear
= | =B —
‘ﬁ' Advanced settings

> tHCatalogOperation 1 Target Exec

P tHCatalogOperation_2
> tHDFSDelete_1 (Clears Results)

2. Step_2_ HCatalog_Load

The Step 1 process does some house cleaning and sets up HCatalog tables. Step 2 loads the
weblog data into the HCatalog tables. Now you can view the data either through HCatalog
browsing or directly on the HDFS.
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Repository 2
LOCAL: Jumpstart =

{{* Business Models
= fhJob Designs
= £ Standard Jobs
~ (= ApacheWebLog
£ GenerateWebLogFile 0.1
£} Step_1_HCatalog_Create 0

£ Step_3 Pig Count IP0.1
[» [ Cassandra
I [ Clickstream Scenario
D COETL Offload Scenario
P (I Hadoop_Samples
P (J MongoDB
(2= Twitter_Scenario

B % & B

= O £} Job Step_1_HCatalog_Create 0.1

] ¢

1

4 Step_2 HCatalog_Load 0.1 || =

ok

Load data from Apache Web Log into HDFS and filer 404 records.

£ Job Step_2_HCatalog_Load 0.1 I3

Loads a web log file, removes "301" and
uploads to HDFS and HCatalog

135622 rows-4.43s "

158353 rows - 4.33s
36545.81 rows/s

% BrEUBJoBOK @

tRunjob_1

(]

(< ur |

[5] || Designer|Code|Jobscript

5= Outline 2§ |2 Code Viewer

(g

=8

Job Step_2 HCatalog_Load

tApachieLoginput 1

row] [Main} 22731 rows - 6.4s
) Filter NOT 301"

row2 (Filter

Upload Vieb Hits”

Eb Job(Step_2_HCatalog_Load 0.1) | | Contextsijob Step_2_HCatalog_Load 0.1} | 47 Component | [ Run {job Step_2_HCatalog_Load) £3

lt.name is deprecated.

P tApacheloginput_1 Basic Run Execution.

P tFilterRow_3 (Filter NOT "301") Debug Run

D tHCatalogOutput_1 (Upload Web Hits) S e

D tHDFSOutput 1 (Filter) — =
P tRunjob 1

In the Hue browser you can find the data in /user/talend/weblog/access_log/out.log. You
can also view the data directly in HCatalog by navigating to H under the “Query Editors”
dropdown. Once in the Hive Interface there is a link for “My Queries” and in there is a query
saved to see the Weblog raw data loaded to Hive.

Databases

Query Results: weblog <2

Results Query Log Columns

DOWNLOADS <

Download as CSV

Download as LS 4 talend.weblog.host  talend.weblog.identity ~ talend.weblog.user  talend.weblog.date  talend.weblog.time Ialend.we}
Ea 0 192.168.233.253 30/Aug/2013 10:59:36 +0100
1 192.168.180.218 28/Sep/2013 13:27:13 +0100
2 192.168.68.203 15/May/2013 17:48:18 +0100
D_“T'_Yi"“ “”"\’”‘_" 'I“ cred - 3 192.168.243.250 07/May/2013 18:28:31 £0100
Ji lumn to jump 4 192.168.31.212 28/Aug/2013 17:46:24 +0100
to e field. a E 407480 &0 ONE 10/Eah/anin 100024 ninn

5.3.2 Talend PIG Scripts to Process

In the Weblog PIG analysis we have a process doing basic aggregations on the IP address
data. This shows Pig with HCatLoader and basic column and row filtering of the data. Then,
using PIG functions, it performs a count on a specific attribute of the data. There is a Map
Reduce example to show how these counts the unique IP address the same as Pig.

In the Standard Jobs/ApacheWeblLog folder:
Step_3_Pig_Count_IP

This job will count the visits by a unique IP address.
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Show Different Pig Components used to count the different IP visiters =
[i]

— s g i - b — @—% —_
rowl (Pig) ﬂ row5 (Pig) ‘# row2 lfP|c_1f'T:| row3 I:PI(_‘I’R row6 (Pig rowd (Pig) @

Weblogs " tPigFilterRow 1~ tPigFilterColumns 1 CountHits  Filtermorethen3  SortResult tRigStoreResult 2|

Results can be found on HDFS:

/user/talend/weblog/Pig_apache_ip_cnt

Talend Studio provides a quick and easy way to take advantage of PIG without needing a full

understanding of the PIG Latin language to perform analysis on your data. By providing this

built-in functionality, Talend is helping reduce the skill-level challenges many employers face.

Even if your data scientist is already using PIG in house, you can still use Talend to enhance

and take full advantage of any existing User Defined Functions (UDFs) in use today as well as

speed up the development of new PIG data analysis.

5.3.3 Talend MapReduce to Process

For comparison you can do a similar unique IP count using a MapReduce process to see the

differences between a MapReduce process and a PIG process. The results and processing are

very similar to PIG because ultimately PIG uses MapReduce under the covers. Again, this is

only to provide a comparison of the two different methods of doing analysis on data in HDFS.

Process is found in the MapReduce Jobs /ApacheWebLog:

Step_4_MR_Count_IP

This job will count the visits by a unique IP address.

hdfs (Main order:1}

L5 LE-— > - - Ay
rowd (Mair) rowG (Filtef) row7 (Mairl) [z=:22] rowl (Main) - row2 (Main) o row3 [Filtel) ""q!\ér)
' tHDFSInput 1l ~ FilterdD4  tFilterColumns_1tAggregateRow 1 tSetRew 1l ~ ftAlterRow 7 tMap 2  tHDFSOutput 1
Map Reduce Map Reduce
A )
MR Logoutput
Mop R

MapReduce Example counting the IPs in a Weblog =

Results can be found on HDFS:

/ user/ talend/mr_apache_ip_out/

Also, the MapReduce process shows the output of the MapReduce job in the Talend Studio

Run tab console:
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hdfs (Main order:1) E‘
@.:--..4 ] -i.’.-% oW tFi|ter§ fow? (Mairl] |===3) rowl (Main) " rowZ (Main] w3 tFiItEPIEQ 'WEVDD
tHDFSInput 1~ Filterd04  tFilterColumns_1 tAggregateRow_1 : tSortRow_1 " tFilterRow 7 tMap,_2 tHDFSOutput 1
Map Reduce Map Reduce
ad 1B £/ tep k a | Togoiit1 (Ml order2)
anl ‘ Reduoel ‘ : 3
. . . . i
—
IR Logoutput [~
] I | B
Designer| Code
%7 Job{MR_Count_IP_4 0.1) Contexts(lob MR_Count IP_4 0.1) 1 Component | [ Run (job MR_Count_IP_4) 33 #; Database Structure =8
Job MR_Count_IP_4 Default s
Execution
Basic Run —— MName Valu
Hadoop Configuration = Run ig Clear hdfs_in_dir juse
Advanced settings . hdfs_out_dir fuse
Target Exec [~]
=
i~
W o

With all the different big data technologies and platforms/projects available in Hadoop
environments you will find there are many ways to achieve the same results. The technology
and platform you choose to solve a particular problem will often depend on the situation and
the data. With Talend, the solution can be based on the right technology and not on whether
you have the right skills for PIG or MapReduce or some other technology. Because Talend
makes all the solutions equally the same level of skill to implement, your IT department is
already equipped with the right tools to give your business the right answers from you

unique data sources.

6 Scenario: ETL Off-loading

6.1 Overview

Processing large volumes of 3rd party data has always been a challenge in the old world of ETL,
where it would take just as long to un-compress the data as it did to load into a data warehouse.
The long execution times usually resulted in the trade-off of up-front data quality analysis which
resulted in costly errors later on. These errors resulted in additional hours and sometimes days to
back out and restore the data warehouse to a more stable state.

Hadoop and HDFS while minimizing the time-to-value for your business.

In this scenario we will look at
how Talend Big Data can help optimize your data warehouse by off-loading the ETL overhead to
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Data Warehouse Optimization

3dpartyData =

T L
\ / g

TALEND TALEND
talen La;::g':&s BIG DATA Federate to
(Integration) analytics

1

Map/Reduce —

With Talend Big Data and Hadoop, the data quality analysis can be done before data loading takes
place, without the need to un-compress the data files and in a fraction of the time necessary to
load the data. Ultimately this will save costs as well as ensure valuable data remains in high quality,
thereby allowing the business lines to react faster to changing market trends and to make quicker
business decisions.

6.2 Data

This scenario comes ready-to-run with the data already staged for execution. The compressed data
files will be loaded into HDFS with a simple tHDFSPut component. Even while the files remain
compressed, the raw data can be viewed within the Hue File Browser.

& talend ~

# Home user [ talend / Product_demo / Input/ Produet_Monthly_Current_Part-0000.gz
NPT_NUMBER PRACTITIONER TYPE DESC CREDENTIAL DESC PostalCode Product NDC Product Name  MONTH 1 MONTH 2 MONT
ACTiOunE H_3 MONTH_4 MONTH_S MONTH_6 MONTH_7 MONTH_8 MONTH_O MONTH_10 MONTH_11 MONTH_12 MONTH_13 MONT
View As Binary W14 MONTH 15 MONTH_16 MONTH_17 MONTH_18
ST 1366430530 Physician DOCTOR OF MEDICINE 12926 ©02-1200 Amyvid 77 83 69 93 122
38 53 142 92 137 66 73 59 96 a4 128 53 66
Download 1497734883 Advanced Practice Nurse NURSE PRACTITIONER 79248 0eE2-1975 AXIRON 41 189 142 95
View File a3 110 129 84 29 75 126 44 72 79 88 132 25 147
Location 1841275071 Physician DOCTOR OF MEDTCINE 02321  0O02-3004 Prozac 34 137 10 95 95
FaTean 132 3s 30 60 53 114 61 63 %6 103 59 75 38
1265424378 Physician DOCTOR OF MEDTCINE 36800  0002-1200 Amyvid 100 116 64 106 43
INFO 51 68 127 100 110 62 35 32 29 65 117 52 38
Last Modified 1760466379 Advanced Practice Nurse NURSE PRACTITIONER 45747  0002-1407 Quinidine Gluconate 33 114
July 4, 2014 35 84 a7 26 49 133 123 69 71 144 37 31 58 104 46
194 mm 295

The final output is a set of report files that can be federated to a visualization tool.

To further explore the capabilities of Talend within this scenario, you have the flexibility of
generating a completely different set of input data files. Execute the scenario again with the new
data files and review the resulting reports to see if you can find the inaccuracy within the data.
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6.3 Talend Process

6.3.1 Single-Click Execution

The quickest and easiest way to see the value of the ETL Off-loading scenario is to execute
the Single-Click job in Talend Studio. This job shows how the individual steps of the process
can be combined into a single execution plan of individual Standard and MapReduce jobs for

a "single-click" execution stream.

Execute Standard Job DW_ETL_OffLoad_Scenario / ProductAnalysis_MapReduce_Demo

Repository &2 ==
LOCAL: Jumpstart
{{# Business Models
+ 4 )ob Designs
= & Standard Jobs
0 ApacheWeblLog
b 3 Cassandra
P O Clickstream_Scenario
~ (= DW_ETL OffLoad_Scenario
P 3 PreRequirements
P 0 ProductAnalysis_Step_by Step

P [ Hadoop_Samples

> MongoDB

P Twitter_Scenario
~ @ Map/Reduce Jobs

$ @ T =0

—MH_

The raw report files will be on HDFS:

/user/talend/Product_demo/Output

A Rename

# Home user / talend / Product_demo / Output

Type  Name

Current_Month_Report.gz
Previous_Month_Report.gz
Product_NetChange_Report.csv
Product Threshold Report.az

Product_by_Physician_Report.csv

F PP PG LR R

Working

3¢ Move £

&

Additionally, the graphical representations of the raw report files have been saved to the

following location on the local VM:
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/home/talend/Documents/Product_Analysis/Reports

Product Net Change by Provider
50,000 B AXIRON
M Amyvid
Prozac
M Quinidine Gluconate
37,500
M strattera
£ |
£ 25,000
=]
12,500
0
1992783542 1992703813 1982691200 1982690939 1952392029
Provider (NPI)
Product Net Change
B vnits
AXIRON
Amyvid
]
5
=] Prozac
s}
o
Quinidine Gluconate
Strattera
] 2,000,000 4,000,000 6,000,000 8,000,000

With the Single-Click job all the compressed data files were moved to HDFS, aggregated using
MapReduce and compared to the previous months aggregate file. Finally, reports were
generated and formatted according to the Google Charts API and saved to the local VM for
viewing within a web browser.

6.3.2 Step-by-Step Execution

The Step-by-Step execution of the ETL Off-loading scenario produces the same results as the
Single-Click execution but offers deeper insight into the simplicity of using Talend Big Data
connected to a partner Hadoop distribution.

To ensure the demo environment is clean we must first run the Standard Job in
DW_ETL_OffLoad_Scenario / PreRequirements:
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PreStep_3_HDFS_File_Cleanup

This job resets the demo environment and cleans up the directories from any previous
execution. It should be run between every execution of this scenario.

Now let’s run the Step-by-Step Execution.
In Standard Jobs DW_ETL_OffLoad_Scenario / ProductAnalysis_Step by Step execute:
Step_1_PutFiles_On_HDFS

This simple, one-component job moves all compressed, raw data files to the distributed file
system.

In configuring this component, we identify the source directory of the input files as well as
the target HDFS directory. Finally we specify the files to be loaded to HDFS. In this case we
are making use of Talend’s context variables for consistency and reference within other jobs
throughout the scenario.

Puts source files to HDFS
7o

Put_S'ourcE-_\FiIes

Designer| Code | Jobscript
1 Job(Step_1_PutFiles_On_HDFS 0.1) Contexts(Job Step_1_PutFiles_On_HDFS 0.1) i Component &3 [k Run (Job Step_1_PutFiles_On_HDFS)
‘Q, Put_SourceFiles(tHDFSPut_1)

Basic settings
Advanced settings Username l"ta\end"
Dynamic settings

Local directory[COHtEXLLOCa“’i‘EiD\f+”t'PTOduCLAHa|YS\S/”

View

. HDFS dire(tury[context.HDFSF\\e_D|r+"/Inputl"
Documentation

Overwrite file [+]

Files Filemask New name

context.Product_FileMask

I
3

Talend allows the flexibility of using a standard wild card in the filemask specification which
enables the job to select all files at once to load to HDFS without the need of generating
multiple iterations of the same job.
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£h Job(Step 1 PutFiles On HDFS 0.1) [\ Contexts(job Step 1 PutFiles On HDFS 0.1} 52 2 Component | 0k Run {Job Step_1 PutFiles_On_HDFS)

Variables Values as tree | Values as table

Name ~ | Default

~ Product_Analysis E";‘userftalendﬁPmduct_demu",f"fhume,fcluuderajDucuments"f"Pruduct_MUnthly*"
HDFSFile_Dir "juserftalend/Product_demo"
LocalFile_Dir "/home/cloudera/Documents”
Product_FileMask "Product_Monthly*"

The result of this particular job is the files matching the filemask description and residing in
the identified local directory are transferred to HDFS in the specified location.

A Rename ¢ Move

# Home user / talend / Product_demo / Input ¢

Type  Name

Product_Monthly_Current_Part-0000.gz
Product_Monthly_Current_Part-0001.gz
Product_Monthly_Current_Part-0002.gz
Product Monthly Current Part-0003.gz

P PP TR R

Product_Monthly_Current_Pari-0004.gz

Next, in the MapReduce Jobs under the Product_ DW_ETL_OffLoad_Scenario folder, execute:
Step_2_Generate_MonthlyReport_mr

This basic but powerful job takes all the compressed input files just loaded to HDFS and with
the power of Hadoop and MapReduce, aggregates the massive amount of data, thereby
condensing it into something more manageable for QA analysis.

By specifying a folder in the tHDFSInput component, Hadoop will process every file within the
folder — compressed files, uncompressed files, or a mixture of both types.

35



Talend v5.5.1 | Big Data Insights Cookbook v1.0

- om m o
row1 (Main) '& Trowz (Main) = row3 (Main)

tHDFSInput_1 tFilterColumns_1 tAggregateRow_1 tHDFSOutput_1

Map[ ] Reduce[ ]

The tHDFSOutput component also allows you to specify whether to compress the output.
Talend currently supports two types of compression — GZIP and BZIP2.

—
%» tHDFSOutput_1

Basic settings Include Header

Advanced settings [ Custom encoding

Dynamic settings Compression —
View Compress the datz | gz|p tl
Documentation Merge configuration

Validation Rules Merge result to sir 3| BZIP2

Merge File Path [contexl.nuraruu_uir+“,,f0utput

Remove source dir ¥ Override target file

At this point in the process, you have just generated the Current_Month_Report.gz file to go
along with the Previous_Month_Report.gz file. These files will be compared in the next step
of the process. Notice both files are still compressed.

A Rename 32 Move = Copy Cha
# Home user / talend / Product_demo/ Output | &
Type  Name Size
]
]
B Current Month Report.gz 49.2 KB

Now run the final two jobs located in Standard Jobs under DW_ETL_OffLoad_Scenario /
ProductAnalysis_Step-by_Step:

Step_3_Month_Over_Month_Comparison
Step_4_GoogleChart_Product_by_Unit
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Step_3 Month_Over_Month_Comparison will compare the current month aggregate data
with the previous month’s aggregate data and format the output into .csv reports that can be

federated to a visualization tool of choice.

~ Compare two files and
@ calculate differences

Month1_I!
N & . =
.}T:??Ll- 31T renC AN DA |--, wE M =)
CalculateDiff  Replicate-1 tFilterColumns_1  Sum_Products

s fois (Maltarder3)

Month2_Input S ==}

crr et B o it =

tFilterColumns_Sum_ProductByPhysician SortProduct OrderByNPl

)
Product NetChange

Format output into reports for

-=_}

Az

tReplicate 2

>,

TowS (FIIen)

ilteroutiiers Threshold_Report
\\
o) A= [N
15 g h
. W18 (Maln] e, _TOW19 (Mal WL (Main] e
HeaderDetail tReplace_1 tSortRow_2  Product_By_Physician

%o = <
it s T st O BT g T T
o SetCharstring
. -
N . &
prepDetail GenerateDetail DetailsOutput

Output of Step 3 will contain the two .csv report files along with a third compressed file that

could be analyzed further with additional Talend and MapReduce jobs.

A Rename 3¢ Move 1
# Home user / talend / Product_demo / Qutput &
Type  Name
]
]
B Current_Month_Report.gz
=} Previous_Month_Report.gz
B Product_NetChange Report.csv
B Product Threshold Report.qz
B Product_by_Physician_Report.csv
] Working

Step_4_GoogleChart_Product_by_Unit uses the .csv files from Step 3 and integrates them
into the Google Charts API for easy viewing within a web page. You can find the files on the

local VM as standard HTML documents that can be opened within any web browser.
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@ Documents - o x
File Edit View Places Help

= ¥ =

Clickstream quick-hadoop

=] Product_analysis - o x
File Edit View Places Help

Sent
. ] Reports -0 x
File Edit View Places Help

<html

<html <head

<he =
(@ Documet = 5

Product_Monthly_
Current_Part-0001.
gz

Product_Monthly_

Current_Part-0004.
9z (0 Reports v | 2 items selected (2.0 KB)

(21 Product_Analysis v | "Reports" selected {containing 2 items)

6.3.3 Extended Scenario Functionality

The ETL Off-loading scenario also allows further exploration of the power of Talend Big Data
with Hadoop and MapReduce by allowing Sandbox users to generate their own data sets.

As always, before each execution of the ETL Off-loading scenario, users must execute the
following Standard Job in the DW_ETL_OffLoad_Scenario / PreRequirements folder:

PreStep_3_HDFS_File_Cleanup

Once this job is complete, users can explore the process of generating new data sets to run
though the scenario. To generate custom data sets, execute the Standard Job in the
DW_ETL_OffLoad_Scenario / PreRequirements folder:

PreStep_1_Generate_Mock_Rx_Data

This is the main job used to generate multiple sets of files for the previous and current
months as used in the scenario.

When executing this job, the user will be prompted for input to determine the size of the
data set and how many files to process. Default values are provided but can be modified
within the guidelines of the job.
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Run Context Default with parameters:

How many Products (1-100)7

b

How many Provider Profiles (1-500)7

200

How many records per file?

50000

How many total files?

E

Cancel | | OK

When the job is complete, the new

data

files will reside in the

.../Documents/Product_Analysis/Staging_Data/ directory. Additionally, the Execution Output

of the job will identify the specific drug(s) that will stand out as inaccurate within the data

reports.
Execution
‘ = Run 5 Clear
Starting job PreStep 1 Generate Mock Rx Data at (00:29 Z7/06/2014.
[stati | connecting to socket on port 3936

[statistics] connected

List_FlaggedHDC

Y| PRODUCTHNDC | PR

nnected

rate_Mock Rx_Data ended at 00:29 27/06/2014. [exit cod

Make note of these to ensure the results match your expectations.

To initialize the environment with the newly generated data files, execute the Standard Job

found in DW_ETL_OffLoad_Scenario / PreRequirements:

PreStep_2_PrepEnvironment

This job compresses the newly generated data files and establishes the initial comparison file.

Further, this job will clean up any data from previous runs.

When the two jobs have completed, you are now ready to complete the ETL Off-loading

demo using either the Single-Click method or Step-by-Step method as outlined above.
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7 Demo: NoSQL Databases

In the Big Data Sandbox environment there are some simple examples on how to use a few of the
NoSQL databases available today. Here we will show you how Talend can be used to read and write
to HBase, Cassandra, MongoDB and Hive. Within the Hive example we also demonstrate a simple
Extract Load and Transform (ELT) example to show a push-down type of process using Talend on
Hive.

7.1 Hadoop Core — Hive and HBase

7.1.1 Hive ELT

First we will start out with a simple Hive ELT example. Prior to running the ELT process on
Hive you need to set up the data by running the following jobs in the order listed:

DEMO_1_CreateData
DEMO_1_UseCase_HDFS
Demo_2_CreateHiveTables

[ {7# Business Medels
= ipJob Designs
=~ ip Standard Jobs
[+ [ ApacheWeblog
= (= Cassandra
iy DEMO _BigDataCassandra 0.1
P [CJ Clickstream_Scenario
A=
~ [ Core BigData
iy DEMO 1 CreateData 0.1
i DEMO 1 UseCase HDFS 0.1
im DEMO 1 UseCase PIGO.1
iy DEMO_2 CreateHiveTables 0.1
iy DEMO 2 UseCase_HiveELT 0.1
iy DEMO 3 UseCase_HBase 0.1
iy DEMO_8_CreateData 0.1
iy DEMO 8 UseCase HDF5 0.1

These are great examples of creating and loading data to Hive.

DEMO_2_UseCase_HiveELT
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h
This job shows ELT in Hive. It performs the GROUP BY
and aggregation in Hive. The output is a Hive table.

We read the output with a limit 5 and dump to console.

el . t . . ) . .
@W;’%onsmunok Eﬁ customerwithordersagg t'rah"‘:a\gy
tHiveConnection_1 tELTHivEMap_1 = : : ' "customerwithordersagg”

3

OnSuljobok

Designer | Code | Jobscript

£h Job{DEMO 2 UseCase_HiveELT 0.1) | /| Contexts(job DEMO 2_UseCase_HiveELT 0.1) | <> Component | [ Run (job DEMO 2 LseCase_HiveELT) 22 % Database Structure
Job DEMO_2_UseCase_HiveELT

Basic Run Execution Aggregated results from

Debug Run S Clear Customers and Orders

Advanced settings

£ Talend Platform | £ Job DEMO_2 CreateHiveTables 0.1 | £ Job DEMO_1 CreateData 0.1 | £ Job DEMO_1_UseCase_HDFS 0.1 £} Job DEMO_2_UseCase_HiveELT 0.1 53

Target Exec customername|streetaddress city zip |stateltotalamount ordercount

ordermin|orderm|

Reagan
Roosevelt
Roosev

1

‘ sconnected

[T w [

L) e i L) e

This shows an example of how you can build Hive ELT processing that will take advantage of

all the Hive processing power without the data leaving the Hadoop/Hive environment.

In this example the tables “Customer” and “Orders” are being joined and values from the
orders table are being computed and saved in the Hive table "customerwithordersagg".
Examples of the computed values are the total amount of all orders, the number of orders,

and the min and max order per customer.

vl @ # e C
& Blle x o0 = - + x B | Automaps
| CreateHiveTables 0.1 £ Job
customers (table) 0 customerwithordersagg 4 0
Bl aperd AGUILIUTET LEUSES (WIETE/gIoupra
- ‘GROUP BY customers.customernumt
O customernumber
O customermame
(] streetaddress Expression Column
O city cuStomers.customemnL  customermu
O zip customers.customerna  customema
O state customers streetaddre.  streetaddre
j - | B customers.city city
customers zip zip
orders (table) oy 5 customers.state state
LELTHVER - SUM(orders.amount) totalamoun
R Explicitjol| Column | Operator | Forelgn colu COUNT(orders.amount; | ordercount
%] custo = i customers.cu MIN{orders.amount) ordermin
nSubjobt (] amou : MAX(orders amount) ordermax
AVGlorders.amount) orderaverag
[, Contexts(job DEMO 2 Ust
ting connection Component Schema editor “_Expression editor| Generated S0L Select query for " output.
- customers (table) customerwithordersagg (table3)
ditor | Style linke: (5 — —
. Column | Db Colum| Key | DBType | ¥ MNullab | Le Pre Def Column | Db Colum| Key | DBType | ¥ Nullab | Le Pre Def
|:| custon; customen; [ | INT 0 0 custon; customen; [ | INT i 0 0}
custon’ customen; [ | STRING. ] custon! customen! [ | STRING | []
streets, streetadd, [| | STRING 0 streets streetadd, [| | STRING [
city | city [] | STRING 0 city | city [] {STRING | []
@ o D I )
L] &l@ls)B) L) (&)l@lls]
[ ok | [ cance |
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If you have used any of the ELT functions on the other Talend components, e.g. Oracle or
MySQL, you will see that Hive works very similar to those other RDBMS ELT components.

7.1.2 HBase

HBase is a non-relational, distributed database modeled after Google’s BigTable and is good
at storing sparse data. HBase is considered a key-value columnar database and it runs on top
of HDFS. It is used mostly when you need random, real-time read/write access.

The goal of HBase is to handle billions of rows * millions of columns. If your relational table
looks like below (data missing in columns), it is considered “sparse” and a good candidate for
HBase.

ColA | ColB | ColC | ColD | ColE |
Row 01 | Val1A
Row 02 | Val2A | Val2B | val2C | Vai2D | valze
Row 03 | Val3A ValaC Val3E

In the Big Data Sandbox you will see the following example of loading and reading from an
HBase database:

DEMO_3_UseCase_HBase

Repository 53 = ﬁ}:t, wn @ Y T 0
LOCAL: JumpStart
[* [f% Business Models
= ipJob Designs
=~ ip Standard Jobs
I [0 ApacheWeblog
¥ = Cassandra
iy DEMO_BigDataCassandra 0.1
I» ] Clickstream Scenario
= [~ Hadoop_Samples
~ (= Core_BigData
1 DEMO_1 CreateData 0.1
i DEMO 1 UseCase HDFS 0.1
iy DEMO_1 UseCase PIGO.1
15 DEMO 2 CreateHiveTables 0.1
15 DEMO 2 UseCase HiveELT 0.1
iy DEMO_B_CreateData 0.1
iy DEMO 8 UseCase HDF5 0.1

The HBase example shows how to setup the column families and load data to the database
as well as read the data back out:
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e

tHBaseComnection 1

! OnSulfjobOk

tRixedFlowinput_1

T OnSubjobOk

oWl (Main] 4'+

t+Baselutput_1

=

tHBaselnput_1

OnSuBjobOk=

| tHBaseClose_1
Designer Code  Jobscript

£} Job(DEMO_3_UseCase_HBas
< tHBaseOutput_1

Basic settings

Advanced settings Schems
Dynamic settings

7] Contexts(job DEMO_3_UseCa | 4+ Component £3

Use an existing connection

View
Documentation

Validation Rules

Table name

Action on table

row?Z (Main)
tlogRow_1

tHBaseConnection 1 | v |

Built-In | v | Edit schema Sync columns

(B Run (Job DEMC)_3 _UseCase_H| 5 Database Structure

=0
=8

"customers"

Drop table if exists and create | v | [J Custom Row Key

Families
Coalumn

Family name

fid
: name

(e T )

%)

The Columns need to be assigned to a Family name as shown above, “F1” and “F2”. The

Family names are defined on the “Advanced settings” tab of the tHBaseOutput 1
component.

The data is loaded into the HBase database on the Big Data Sandbox VM and then read back
based on the query in the tHBaselnput component.

43



Talend v5.5.1 | Big Data Insights Cookbook v1.0

tHBaseC ection_1
OnSubjobOk . . ) ) T =
5rowsin 4.655
4 . I+-
™ '-—\> rowl (Mair
tﬁxauﬂgfmnput; . " tHBaseGutput 1
OnSui}uDDK : : : : T =
—
tHBasejnput 1 tLogRow 1

Designer Code | Jobsciipt
+f JobiDEMO_3_UseCase HBas Contexts(job DEMO_3_UseCa

Job DEMO_3_UseCase_HBase

Executicn

= Run

Basic Run
Debug Run

Advanced settings

3¢ Clear

Target Exec

[statistics]l dis

(T

] wrap

“¢ Component | [ Run (Job DEMO_3_UseCase_H &3

The advantage of using Talend for NoSQL databases like HBase is that Talend Studio gives you
a consistent and easy way to interact with all the databases. You need to understand the
NoSQL database you are working with, but then Talend makes it easy to achieve the core
functions like creating tables, loading data and reading results.

7.2 Cassandra

Cassandra is an Apache distributed database designed to handle large amounts of data across
many commodity servers, providing high availability with no single point of failure. Column storage
such as Cassandra, stores data tables as sections of columns of data rather than as rows of data.
This is good for finding or aggregating large sets of similar data. Column storage serializes all data
for one column contiguous on disk (resulting in very quick read of a column). Organization of your

data REALLY matters in columnar storage.

Keys

-‘:*_1:::___‘_’\.
| N\
ColA| [colB| | colc||colD
VallA | | Val2B | | Val2G | | val2D
Val2A val3c
Val3A

Col E
Val2E
Val3E

There are no restrictions on number of columns.
columnar.

One row in relational may be many rows in

44



Talend v5.5.1 | Big Data Insights Cookbook v1.0

The Sandbox VM has Cassandra installed and configured to allow you to see how Talend can load
and manage data with Cassandra. In the Talend Studio you will find a simple example in the
Jumpstart project. In the Standard Jobs /Cassandra folder:

DEMO_BigDataCassandra

Repositor'_.f &3 = <,1=’=§ tg;.(h g ¥ — 0O
LOCAL: JumpStart
[* {i Business Models
+ £ Job Designs
= .} Standard Jobs
> 0 ApacheWeblog
= [= Cassandra
[+ [ Clickstream_Scenario
[ [0 Hadoop_Samples

— s =t

This process generates a sample of 10k employee records and loads that data into a new column
family in a Cassandra store.

4 Talend Platform £} Job DEMO _BigDataCassandra 0.1 53 =8
Show simple load and read back from
Cassandra DB M
tCassandragannection_1
The load to
OnSulfjobok = Cassandra
10000 rows in 2,665
A 376648 rows/s
Ead TowL (MaTn]
tRowGerferator_1 tCassandraOutput 1
Read . -
OnSufjobok
25)rows in 0.15 25 rows in 0.015
IaE  25prous/s 4166.67 rows/s
3 (AR Tow3 [Maln] m
tassdndfainput 1 tsortRow_1 tLogRow_1
3
OnSufjobok
Designer| Cade | Jobscript
£4 Job(DEMO_BigDataCassandr |/ Cantexts(job DEMO BigData | +3 Component 52 . (> Run (job DEMO BigDataCass | 1 Database Structure| = O
[ tcassandrainput_1 ‘E‘
Basic setti —
aslc settings Include kel in output columns  Key column [ [«]
Advanced settings A
Dynamic settings Row key type Integer |T‘* Row key Cassandra type | paray i ‘T‘*
View — —
figuraki
DT Query configuration
[ Specify row Kzys
Validation Rules
Start ] Enu[ ]
Key limit (25 Limit to 25 Keys/Rows J§
Specify columns
Columns [*id" "irstname" "lastname","dept d","salary" )
Schema Builtin |T‘ Editschema [

The last step is to read back the data and display the first 25 records from the database.

7.3 MongoDB

MongoDB is best used as a document storage database. MongoDB stores documents that
encapsulate and encode data in some standard format (including XML, YAML, and JSON as well as

45



Talend v5.5.1 | Big Data Insights Cookbook v1.0

binary forms like BSON, PDF and Microsoft Office documents). Different implementations offer
different ways of organizing and/or grouping documents.

Documents are addressed in the database via a unique key that represents that document. The big
feature is the database offers an APl or query language that allows retrieval of documents based on
their contents. Below is an example of how these databases store the content.

The Sandbox VM has MongoDB installed and configured for demonstration purposes. In the Talend
Studio you will find a simple example in the Jumpstart project. In the Standard Jobs/ MongoDB

folder:
DEMO_BigDataMongoStateRev
DEMO_BigDataMongo
fthepositoryS@ = G;;'} u)(‘,:. e ¥ %

LOCAL: lJumpStart
I {{# Business Models
= ipJob Designs
= ip Standard Jobs
[» [ ApacheWeblog
= = Cassandra
iy DEMO BigDataCassandra 0.1
[» (I Clickstream_Scenario
[» [ Hadoop_Samples
< [= MongoDB
)
)

The first example is a simple process that generates a list of US states and revenues and loads into
a MongoDB table. Then the following step demonstrates how to extract the data from MongoDB.

DEMO_BigDataMongoStateRev
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zf\‘:' Talend Platform

Designer| Code | Jobscript

i1 Job(DEMO BigDataMongoStateR
€ tMongoDEBInput 2

Basic settings Query
Advanced settings

Dynamic settings

View

Documentation Mapping
Validation Rules

py Job DEMO BigDataMongo 0.1

{h Job DEMO BigDataMongoStateRev 0.1 £3

tMongoDBGhnnection_1 : : : : : : : : : :
T OnSubjobOk . . . ) T =
k! . - A simple example of write to

Mongo DB and reading the
Insert from soL  data back

tRowGerlerator_1

) OnSuI jUhOk . . ° .
l - Create and Load to
|.e% = a MongoDB Store
tLogRow 2

Contexts{job DEMO _BicDataMon .# Component &% (B Run (Job DEMO BigDataMongoSt | ¥ Database Structure

=0
=E

Extract using MongoDB Language

Column Parent node path
StateCode

count

min

) Gl
B

B

<]

=g

In this example you can see a simple process that creates and loads data to MongoDB and then
reads the states revenue back to the Talend Studio console.

The second example has a more detailed process of how to use MongoDB, how flexible the schema

is, and how Talend handles the “schema on read” and “schema on write”

blog posts with titles and then later keywords as columns/keys.

P wNPR

The first step writes blog posts with only 2 keys “Title” and “Content”.
Then it will read that data with that schema and display on the console.

Next the job will add a new record with three keys, “Title”, “Keywords” and “Content”.
Then there will be a series of reads showing different queries with “keyword” and

without the “Keyword”

5. Finally it shows deleting any records with a null “Keyword”

The following job demonstrates this example:

DEMO_BigDataMongo

. This example is writing

47



Talend v5.5.1 | Big Data Insights Cookbook v1.0

4 Talend Platform

£} Job DEMO_BigDataMongo 0.1 &

tMongeDBConnection_ 1

This Example writes a few sample blog
post into MongeDB and then uses some
keywords to search for blogs with those
keywords and retuns the results.

3

Designer| Code | Jobscript

tFixedFlouinput 1

On5uljobOk

tMongoBBInput 2

OnaubinhOk

tFixedFlefuinput 2

On5uljobOk

tMnng’nqamnut_l

cnsitinbor 2 =

4

OnSubJob Ok &

tion 2 t 5

=
Showail NoKeyword

ShowKeywordNotNull

= (2

OnSutfjobok B TE

'5 Keywelrd Key E Delete the row
Onulfiobok =

Tow? (Main]

iMongogBinput 4 ShowkKeywardNothulDeleted

onSulliobOk ~ =

tMongoDBCiase_2

In this first sample, blogs are loaded to the MongoDB with a schema of just “title” and “content”:

|How to crack a safe|In this blog post we will discuss manipulation of an group 2 S&G combination lock...

| Sugru Form & Fix

|Surgu is a new silicon based putty that hardens but remains flexible....

| Innova vs Discraft |Disc golf showdown between the two premier makers of flying discs....

Y o

Then a new record is added but it also adds another key called “keyword”. Now a total of 4 records

exist in the table with some records having the “keyword” attribute while others do not.

|mmmmmm e dommm - B
| keyword

[ - ;
|Heckflosse|Mercedes 190 and 200 series from the 1960s...
|In this blog post we will discuss manipulation of an group 2 S&G combination lock...
|Disc golf showdown between the two premier makers of flying discs....

|Surgu is a new silicon based putty that hardens but remains flexible....

[title

|Fintails Forever

|How to crack a safe|null
| Innova vs Discraft |null
| [null
Y e

Sugru Form & Fix

|content

ShowAll WithKeyword

This is another example of how Talend can help take the complexity away from all the different
technologies and help you become big data proficient. By leveraging Talend’s ability to handle
complex data types like XML and JSON and combining it with NoSQL database technologies like
MongoDB, your integration experts will quickly begin providing you the big value from your big

data initiatives.
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8 Conclusion

With all the different big data technologies and Hadoop platforms/projects that are available you will
find that there are many ways to address your big data opportunities. Our research has found that
companies need to overcome five key hurdles for big data success: obtaining big data skills, identifying
big data integration opportunities, building a big data infrastructure (security, scalability, data quality,
privacy ...), governing big data processes, and showing success for continued funding.

Talend addresses these challenges with the most advanced big data integration platform, used by data-
driven businesses to deliver timely and easy access to all their data. Talend equips IT with an open,
native and unified integration solution that unlocks all your data to quickly meet existing and emerging
business use cases.

How?

First, with Talend you can leverage in-house resources to use Talend's rich graphical tools that generate
big data code (PIG, MapReduce, Java) for you. Talend is based on standards such as Eclipse, Java, and
SQL, and is backed by a large collaborative community. So you can up-skill existing resources instead of
finding new resources.

Second, Talend is big data ready. Unlike other solutions that bolt on big data, Talend provides native
support for Hadoop, MapReduce and NoSQL with over 800 connectors to all data sources. Talend’s
native Hadoop data quality solution delivers clean and consistent data at infinite scale.

And third, Talend lowers operations costs. Talend’s zero footprint solution takes the complexity out of
integration deployment, management, and maintenance. And a usage based subscription model
provides a fast return on investment without large upfront costs.

9 Next Steps

We hope that this set of projects has given you a better understanding of how you can start addressing
your big data opportunities using Talend. Being a new technology, big data has many challenges —
Talend can help. We provide a broad set of integration products and services to quickly ramp up your
team, including big data assessments, big data training and support. An appropriate next step would
be to discuss with your Talend sales representative your specific requirements and how Talend can
help “Jumpstart” your big data project into production.
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